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Document Classification: Bag of Words Approach

aardvark 0

about 2

all 2

Africa 1

apple 0

anxious 0

...

gas 1

...

oil 1

…

Zaire 0



For code, see
www.cs.cmu.edu/~tom/mlbook.html
click on “Software and Data”



Supervised Training for Document Classification

• Common algorithms:
– Logistic regression, Support Vector Machines, Bayesian 

classifiers

• Quite successful in practice
– Email classification (spam, foldering, ...)
– Web page classification (product description, publication, ...)
– Intranet document organization

• Research directions:
– More elaborate, domain-specific classification models (e.g., for 

email)
– Using unlabeled data too semi-supervised methods



EM for Semi-supervised document 
classification



Using Unlabeled Data to Help Train 
Naïve Bayes Classifier
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From [Nigam et al., 2000]



E Step:

M Step:
wt is t-th word in vocabulary



Elaboration 1: Downweight the influence of unlabeled 
examples by factor λ

New M step:
Chosen by cross 
validation



Using one 
labeled 
example per 
class



20 Newsgroups



20 Newsgroups



EM for Semi-Supervised Doc Classification

• If all data is labeled, corresponds to Naïve Bayes 
classifier

• If all data unlabeled, corresponds to mixture-of-
multinomial clustering

• If both labeled and unlabeled data, it helps if and only if 
the mixture-of-multinomial modeling assumption is 
correct

• Of course we could extend this to Bayes net models 
other than Naïve Bayes (e.g., TAN tree)



Bags of Words, or
Bags of Topics?



LDA: Generative model for documents
[Blei, Ng, Jordan 2003]

Also extended to 
case where 
number of topics 
is not known in 
advance 
(hierarchical 
Dirichlet 
processes – [Blei 
et al, 2004])



Clustering words into topics with
Hierarchical Topic Models (unknown number 

of clusters) [Blei, Ng, Jordan 2003]

Probabilistic model for             
generating document D:

1. Pick a distribution P(z|θ) of topics 
according to P(θ|α)

2. For each word w

• Pick topic z from P(z | θ)

• Pick word w from P(w |z, φ)

Training this model defines topics (i.e., φ which defines P(W|Z))
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[Tennenbaum et al]

Significance:

• Learned topics reveal hidden, 
implicit semantic categories in 
the corpus

• In many cases, we can 
represent documents with 102

topics instead of 105 words

• Especially important for short 
documents (e.g., emails).  Topics 
overlap when words don’t !



Can we analyze roles and relationships 
between people by analyzing email word or 

topic distributions?



Author-Recipient-Topic model for Email
Latent Dirichlet Allocation

(LDA)

[Blei, Ng, Jordan, 2003]

Author-Recipient Topic

(ART)

[McCallum, Corrada, Wang, 2004]



Enron Email Corpus

• 250k email messages
• 23k people

Date: Wed, 11 Apr 2001 06:56:00 -0700 (PDT)
From: debra.perlingiere@enron.com
To: steve.hooser@enron.com
Subject: Enron/TransAltaContract dated Jan 1, 2001

Please see below. Katalin Kiss of TransAlta has requested an 
electronic copy of our final draft?  Are you OK with this?  If 
so, the only version I have is the original draft without 
revisions.

DP

Debra Perlingiere
Enron North America Corp.
Legal Department
1400 Smith Street, EB 3885
Houston, Texas 77002
dperlin@enron.com



Topics, and prominent sender/receivers
discovered by ART

Top words 
within topic : 

Top              
author-recipients 

exhibiting this 
topic

[McCallum et al, 2004]



Topics, and prominent sender/receivers
discovered by ART

Beck = “Chief Operations Officer”
Dasovich = “Government Relations Executive”
Shapiro = “Vice Presidence of Regulatory Affairs”
Steffes = “Vice President of Government Affairs”



Discovering Role Similarity

connection strength (A,B) = 

Traditional SNA

Similarity in
recipients they 
sent email to

Similarity in 
authored topics, 
conditioned on 
recipient

ART



Co-Training for Semi-supervised 
document classification

Idea: take advantage of *redundancy*



Redundantly Sufficient Features

Professor Faloutsos my advisor



Redundantly Sufficient Features
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Redundantly Sufficient Features



Redundantly Sufficient Features

Professor Faloutsos my advisor



Co-Training

Answer1

Classifier1

Answer2

Classifier2

Key idea: Classifier1 and ClassifierJ must:

1. Correctly classify labeled examples

2. Agree on classification of unlabeled



CoTraining Algorithm #1 
[Blum&Mitchell, 1998]

Given: labeled data L,  

unlabeled data U

Loop:

Train g1 (hyperlink classifier) using L

Train g2 (page classifier) using L

Allow g1 to label p positive, n negative examps from U

Allow g2 to label p positive, n negative examps from U 

Add these self-labeled examples to L



CoTraining: Experimental Results

• begin with 12 labeled web pages (academic course)
• provide 1,000 additional unlabeled web pages
• average error: learning from labeled data 11.1%; 
• average error: cotraining 5.0%

Typical run:



Co-Training for Named Entity Extraction
(i.e.,classifying which strings refer to people, places, 
dates, etc.)

Answer1

Classifier1

Answer2 

Classifier2

I flew to New York today.

New York I flew to ____ today

[Riloff&Jones 98; Collins et al., 98; Jones 05]



One result [Blum&Mitchell 1998]:  
• If

– X1 and X2 are conditionally independent given Y
– f  is PAC learnable from noisy labeled data

• Then
– f  is PAC learnable from weak initial classifier plus unlabeled

data

CoTraining setting:
• wish to learn f: X Y, given L and U drawn from P(X)

• features describing X can be partitioned (X = X1 x X2)

such that f can be computed from either X1 or X2



Co-Training Rote Learner

My advisor
+

-

-

pageshyperlinks

+

+

- -

-
-



Co-Training Rote Learner

My advisor
+

-

-

pageshyperlinks

+

+

- -

-
-

+

+

-

-

-
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Expected Rote CoTraining error given m examples
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How many unlabeled examples suffice?

Want to assure that connected components in the underlying 
distribution, GD, are connected components in the observed 
sample, GS

GD GS

O(log(N)/α) examples assure that with high probability, GS has same 
connected components as GD [Karger, 94]

N is size of GD, α is min cut over all connected components of GD



PAC Generalization Bounds on CoTraining

[Dasgupta et al., NIPS 2001]

This theorem assumes X1 and X2 are conditionally independent given Y



Co-Training Theory

Final 
Accuracy

# unlabeled examples

dependencies 
among input 
features

# Redundantly 
sufficient inputs

# labeled examples

Correctness of 
confidence 
assessments

How can we tune learning environment to enhance 
effectiveness of Co-Training?

best: inputs conditionally 
indep given class, increased 
number of redundant inputs, …



• Idea: Want classifiers that produce a maximally 
consistent labeling of the data

• If learning is an optimization problem, what function 
should we optimize?

What if CoTraining Assumption 
Not Perfectly Satisfied?

-

+

+

+



What Objective Function?
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What Function Approximators?

• Same functional form as logistic regression

• Use gradient descent to simultaneously learn g1 and g2, directly
minimizing  E = E1 + E2 + E3 + E4

• No word independence assumption, use both labeled and 
unlabeled data

∑
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Classifying Jobs for FlipDog

X1: job title
X2: job 
description



Gradient CoTraining
Classifying FlipDog job descriptions: SysAdmin vs. WebProgrammer

Final Accuracy

Labeled data alone: 86%

CoTraining: 96%



Gradient CoTraining
Classifying Capitalized sequences as Person Names

25 labeled    
5000 unlabeled 

2300 labeled    
5000 unlabeledUsing 

labeled data 
only

Cotraining

Cotraining
without 
fitting class 
priors (E4)

.27

.13.24

* sensitive to weights of error terms E3 and E4

.11 *.15 *

*

Error Rates

Eg., “Company president Mary Smith said today…”
x1 x2 x1



CoTraining Summary
• Unlabeled data improves supervised learning when example features 

are redundantly sufficient 
– Family of algorithms that train multiple classifiers

• Theoretical results
– Expected error for rote learning
– If X1,X2 conditionally independent given Y, Then

• PAC learnable from weak initial classifier plus unlabeled data
• disagreement between g1(x1) and g2(x2) bounds final classifier error

• Many real-world problems of this type
– Semantic lexicon generation [Riloff, Jones 99], [Collins, Singer 99], [Jones, 05]

– Web page classification [Blum, Mitchell 98]

– Word sense disambiguation [Yarowsky 95]

– Speech recognition [de Sa, Ballard 98]

– Visual classification of cars [Levin, Viola, Freund 03]



Bootstrap learning algorithms that leverage 
redundancy

• Classifying web pages [Blum&Mitchell 98; Slattery 99]

• Classifying email [Kiritchenko&Matwin 01; Chan et al. 04]

• Named entity extraction [Collins&Singer 99; Jones&Riloff 99]

• Wrapper induction [Muslea et al., 01; Mohapatra et al. 04]

• Word sense disambiguation [Yarowsky 96]

• Discovering new word senses [Pantel&Lin 02]

• Synonym discovery [Lin et al., 03]

• Relation extraction [Brin et al.; Yangarber et al. 00]

• Statistical parsing [Sarkar 01]



Read The Web course 10-709

-Large scale web information extraction [Etzioni, et al. 05]
-Graphical models for information extraction [Rosario, 05]
-Statistical parsing [Collins, et al. 05]
-Cotraining for web classification [Blum&Mitchell 98]
-Bootstrapping for natural language learning [Eisner&Karakos, 05]
-Semi-supervised learning for named entity extraction [Collins&Singer 99; Jones 05]
-Automatic learning of hypernyms [Ng, 05]
-Wrapper induction for extraction from structured web pages [Muslea et al., 01; 
Mohapatra et al. 04]
-Learning to disambiguate word senses [Yarowsky 96]
-Discovering new word senses [Pantel&Lin 02]
-Synonym and ontology discovery [Lin et al., 03]
-Relation extraction [Brin et al.; Yangarber et al. 00]
-Latent Dirichlet Allocation [Blei, 03]

1. Cover current research literature
2. Build a system that continuously bootstrap learns from web



Extracting Contact Information from the Web
To: “Andrew McCallum” mccallum@cs.umass.edu

Subject ... 

Information extraction,
social network,…

Key Words:

Fernando Pereira, Sam Roweis,…Links:

(413) 545-1323Company 
Phone:

01003Zip:

MAState:

AmherstCity:

140 Governor’s Dr.Street 
Address:

University of MassachusettsCompany:

Associate ProfessorJobTitle:

McCallumLast Name:

KachitesMiddle 
Name:

AndrewFirst Name:

Search for 
new people

Automatically extracted

[McCallum 2004]



Results Summary

80.7676.3385.7394.50

Field
F1

Field
Recall

Field 
Prec

Token
Acc

Machine learning
Cognitive states
Learning apprentice
Artificial intelligence

Tom Mitchell

Semantic web
Description logics
Knowledge representation
Ontologies

Deborah McGuiness

Bayesian networks
Relational models
Probabilistic models
Hidden variables

Daphne Koller

Logic programming
Text categorization
Data integration
Rule learning

William Cohen

KeywordsPerson

Contact info and name 
extraction performance        

(25 fields)

Example keywords extracted



What you should know

• Statistical machine learning having major impact on 
Natural Language Processing
– Doc classification, Named entity extraction, Relation extraction, 

parsing, co-reference resolution, ontology generation, ...

• Semi-supervised methods rely heavily on unlabeled data 
and redundancy

• Potential for a never-ending language learning system?


