
Life after 15-462…

15-465: Animation Art and Technology (spring 2008)
15-466: Game Programming (spring 2008)
16-421: Vision Sensors (spring 2008)  NEW!!!
15-464  Technical Animation (spring 2008)
15-869  Physically Based Character Animation
15-463: Computational Photo (fall 2008)
15-385: Computer Vision
16-720: Grad. Computer Vision (fall 2008)

http://graphics.cs.cmu.edu/courses/





Animation Art and Technology: CFA and CSD
Prof. James Duesing and Prof. Jessica Hodgins

• Teams of students from art, design, CS, and ECE 
collaborate to create compelling animations with a  
technical component.



16-421: Vision Sensors, Spring 2008
• http://www.cs.cmu.edu/~srinivas/vision-sensors/



16-421: Vision Sensors, Spring 2008
• http://www.cs.cmu.edu/~srinivas/vision-sensors/





Ken Chu, 2004



From Last Year’s class

Eunjeong Ryu (E.J), 2004 

Ben Hollis, 2004 

Ben Hollis, 2004 

Matt Pucevich , 2004 



Programming Project 2
Image Resizing by Scene Carving



Project #3 Showcase

cmcamero



Project #3 Showcase

nvyas

slim



Project #3 Showcase

bhon

cmcamero



Project #3 Showcase

chenyuwu



Morphing & Caricatures

http://graphics.cs.cmu.edu/courses/15-463/2007_fall/morph_mpeg4.avi





Foreground DEMO (and video)





Data-Driven Graphics



GRAPHICS

Traditional Computer Graphics

3D geometry

physics

Simulation

projection



State of the Art

•Amazingly real
•But so sterile, lifeless, futuristic (why?)



The richness of our everyday world

Photo by Svetlana Lazebnik



Video TexturesVideo Textures

Arno Schödl
Richard Szeliski

David Salesin
Irfan Essa

Microsoft Research Georgia Tech



Still photosStill photos



Video clipsVideo clips



Video texturesVideo textures



Problem statementProblem statement

video clip video texture



Our approachOur approach

• How do we find good transitions?



Finding good transitions Finding good transitions 

• Compute L2 distance Di, j between all 
frames

Similar frames make good transitions 

frame ivs.

frame j



Markov chain representationMarkov chain representation

2 3 41

Similar frames make good transitions 



Transition costs Transition costs 

• Transition from i to j if successor of i is similar 
to j

• Cost function: Ci→j = Di+1, j

• i

j

i+1

j-1

i j→ Di+1, j



Transition probabilitiesTransition probabilities

•Probability for transition Pi→j inversely related 
to cost:

•Pi→j ~ exp ( – Ci→j / σ2 )

high σ low σ



Preserving dynamicsPreserving dynamics



Preserving dynamics Preserving dynamics 



Preserving dynamics Preserving dynamics 

• Cost for transition i→j

• Ci→j =         wk Di+k+1, j+kΣ
k = -N

N-1

i

j j+1

i+1 i+2

j-1j-2

i j→Di, j-1 D Di+1, j i+2, j+1

i-1

Di-1, j-2



Preserving dynamics – effect Preserving dynamics – effect 

• Cost for transition i→j

• Ci→j =         wk Di+k+1, j+kΣ
k = -N

N-1



Finding good loopsFinding good loops

• Alternative to random transitions

• Precompute set of loops up front



Visual discontinuitiesVisual discontinuities

• Problem: Visible “Jumps”



CrossfadingCrossfading

• Solution: Crossfade from one sequence to 
the other. 
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Morphing Morphing 

• Interpolation task:

A2
5 B2

5 C1
5+ +



Morphing Morphing 

• Interpolation task:

• Compute correspondence
between pixels of all frames

A2
5 B2

5 C1
5+ +



Morphing Morphing 

• Interpolation task:

• Compute correspondence 
between pixels of all frames

• Interpolate pixel position and
color in morphed frame

• based on [Shum 2000]

A2
5 B2

5 C1
5+ +



Results – crossfading/morphingResults – crossfading/morphing



Results – crossfading/morphingResults – crossfading/morphing

Jump Cut         Crossfade Morph



CrossfadingCrossfading



Frequent jump & crossfadingFrequent jump & crossfading



Video portraitVideo portrait

• Useful for web pages



Region-based analysisRegion-based analysis

• Divide video up into regions

• Generate a video texture for each region



User selects target frame range

User-controlled video texturesUser-controlled video textures

slow variable fast



Video-based animationVideo-based animation

• Like sprites
computer games

• Extract sprites
from real video

• Interactively control  
desired motion

©1985 Nintendo of America Inc.



Video sprite extractionVideo sprite extraction

blue screen matting
and velocity estimation



Ci j   =   +  angle  α βCi j→ →

vector to
mouse pointer

Similarity term Control term

velocity vector

Animation

Video sprite controlVideo sprite control

• Augmented transition cost:



Interactive fishInteractive fish



Discussion Discussion 

• Some things are relatively easy



Discussion Discussion 

• Some are hard



A final exampleA final example



Human Motion Synthesis

Image frame Optical flow yxF ,

yx FF , +−+−
yyxx FFFF ,,, blurred +−+−

yyxx FFFF ,,,



“Do as I Do” Motion Synthesis

• Matching two things:
– Motion similarity across sequences
– Appearance similarity within sequence

• Dynamic Programming

input sequence

synthetic sequence



“Do as I Say” Synthesis

• Synthesize given action labels
– e.g. video game control

run     walk left        swing          walk right          jog

synthetic sequence

run

walk left
swing

walk right
jog



Actor Replacement

SHOW VIDEO



Sketch Interface



Unstructured Input Data



Connecting Transitions



Search to Find Path



Rough Terrain



Modeling the World 
from Photos on the Internet

VRML Workshop, October 14, 2007

Steve Seitz 
University of Washington

Noah Snavely, Ian Simon, Brian Curless
University of Washington

Hugues Hoppe, Rick Szeliski
Microsoft Research, Redmond

Michael Goesele
TU Darmstadt



Billions of photos online

• Entire cities captured from ground and air

Satellite
google.com

Oblique
local.live.com

Street side
Google StreetView

In situ
flickr.com



Billions of photos online
• We’re figuring out how to “calibrate” them

– (more work remains to be done of course!)

• This will completely transform our field



Photo Tourism [with Noah Snavely, Rick Szeliski]

Computed 3D structureImages on the Internet



• Photo Tourism licensed to Microsoft

• Microsoft Live Labs released Photosynth in 2006
– image streaming architecture

(SeaDragon)

– scale to all of the world’s photos

– http://labs.live.com/photosynth



[Snavely et al. 2006]



• appearance variation

• resolution

• massive collections

Challenges



206 Flickr images taken by 92 photographers

Law of Large Image Collections





129 Flickr images taken by 98 photographers



(preliminary) merged model of Venus de Milo



56 Flickr images taken by 8 photographers



merged model of Pisa Cathedral 



Accuracy compared to laser scanned model:
90% of points within 0.25% of ground truth



Scene Completion Using 
Millions of Photographs
Scene Completion Using 
Millions of Photographs

James Hays and Alexei A. Efros

Carnegie Mellon University







Efros and Leung result



Criminisi et al. result



Criminisi et al. result





Scene Matching for Image CompletionScene Matching for Image Completion







Scene Completion Result



The AlgorithmThe Algorithm

Input image Scene Descriptor Image Collection

200 matches20 completions
Context matching

+ blending

…

…



DataData
We downloaded 2.3 Million unique images 
from Flickr groups and keyword searches.



Scene MatchingScene Matching



Scene DescriptorScene Descriptor



Scene DescriptorScene Descriptor

Gist scene descriptor 
(Oliva and Torralba 2001)





… 200 total



Context MatchingContext Matching







Result RankingResult Ranking

We assign each of the 200 results a score 
which is the sum of:

The scene matching distance

The context matching distance 
(color + texture)

The graph cut cost



Top 20 ResultsTop 20 Results

























… 200 scene matches



… 200 scene matches













… 200 scene matches



… 200 scene matches



… 200 scene matches





























… 200 scene matches



… 200 scene matches






