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Abstract 
A robot’s appearance and behavior provide cues to 

the robot’s abilities and propensities. We hypothesize that 
an appropriate match between a robot’s social cues and 
its task will improve people’s acceptance of and 
cooperation with the robot. In an experiment, people 
systematically preferred robots for jobs when the robot’s 
humanlikeness matched the sociability required in those 
jobs. In two other experiments, people complied more with 
a robot whose demeanor matched the seriousness of the 
task. 

1. Introduction 
We are entering an era in which personal service 

robots will interact directly with people. Interactive 
service robots must meet social as well as instrumental 
goals. They must create a comfortable experience for 
people, provide appropriate feedback to users, and gain 
their cooperation. To this end, researchers are studying 
human-robot interaction in social settings such as homes 
[12], museums [25], and hospitals [24]. An important 
question in this regard is how variations in the appearance 
and social behavior of a robot affect people’s responses to 
the robot. Is the book judged by its cover? We argue 
“yes.” A robot’s appearance and behavior provide cues 
that influence perceptions of the robot’s propensities, and 
assumptions about its capabilities. The present controlled 
experiments examined how people perceive and interact 
with humanoid service robots whose appearance and 
demeanor we varied systematically. 

Theoretical Background 
An extensive believable agent literature [e.g. 3, 17, 

22] addresses people’s interaction with embodied agents 
presented on a computer display. This work suggests that 
robotic assistants, to be effective, should exhibit 
naturalistic behavior and appropriate emotions, and should 
require little or no learning or effort on the part of the user. 
In robotics, this premise has stimulated technological 
advances in biologically-inspired intelligent robots [2]. 
Many advances have been made in producing robots 
whose behavior exhibits recognizable emotions such as 
surprise and delight [4]. Research by Nass and his 

colleagues suggests that a computer’s demeanor should 
follow social rules of human-human interaction [18]. 
Furthermore, the demeanor of the computer is likely to 
elicit social responses in the user [21]. Studies examining 
humanlike computer agents support these arguments [19] 
and suggest that they would be generalizable to robots.  

Psychological research suggests that people’s initial 
responses to a robot will be fast, automatic (unconscious), 
and heavily stimulus- or cue-driven [1]. Even as infants, 
people automatically perceive objects that make lifelike 
movements as living things [23]. We argue that humanoid 
robots convey animistic and anthropomorphic cues that 
evoke automatic perceptions of lifelikeness in the robot. 
These perceptions will lead to people making attributions 
of ability and personality to the robot. In turn, their social 
responses and expectations will be shaped by these initial 
attributions. Hence, the nature of a humanoid robot’s 
appearance and demeanor should mediate people’s 
acceptance and responses to them. 

2. Studies of Acceptance and Compliance 
As noted above, personal service robots must interact 

with those they serve, and will need to elicit acceptance 
and compliance from them. The considerable social 
psychological literature on compliance suggests some 
directions for design. First, we know that people respond 
positively to attractive and extraverted people [6] and to a 
happy, enthusiastic approach [8]. This work suggests a 
positivity hypothesis – the more attractive a robot looks 
and the more extraverted and cheerful its behavior is, the 
more people will accept and comply with the robot. 

In contrast to the positivity hypothesis is the matching 
hypothesis – that the appearance and social behavior of a 
robot should match the seriousness of the task and 
situation. Imagine, for example, a future service robot that 
delivers bedside medications in a hospital. Studies in 
medical settings suggest that good cheer and enthusiasm 
do not always work well. In one study, less consultative 
and accepting, more authoritative physicians were more 
effective in gaining patients’ confidence [16]. Nurses were 
more effective when they matched their behavior to the 
patient’s situation [20]. Humor by medical residents was 
found to be effective only when appropriately matched to 



 

less serious situations [11]. Finally, physicians who 
expressed anger or deep concern were more effective in 
obtaining patients’ compliance with important treatments 
than those who acted more lightly [13]. This work 
supports the matching hypothesis. 

Study 1: Preferences for humanlike robots in jobs  
The matching hypothesis suggests that a more 

humanlike appearance is a better match for jobs that are 
more, rather than less, social in nature. We predicted that 
people would prefer a humanlike robot in social jobs such 
as a dance instructor and a more machinelike robot in less 
social jobs such as a night security guard. We tested this 
hypothesis in an experiment.   

Method 
We created 12 2D robotic heads with three levels of 

humanlikeness – human, “midstage,” and machine (a 
follow up study with more information on what makes 
robot faces humanlike is in [9]). To provide a mixture of 
styles, we also varied whether these robots were more 
adult looking or more youthful looking [27] but did not 
formulate hypotheses for these differences, and do not 
discuss them further. We also created more feminine and 
more masculine heads of each type, but these were kept 
constant for each participant. Half of the participants only 
judged feminine robots and half judged only masculine 
robots. A pilot study confirmed these manipulations were 
effective. 

 
Figure 1. Robots in survey. 

Participants were 108 college and graduate students. Their 
average age was 26 (SD = 8 years); 60% were male. In an 
online survey, these participants made a series of choices 
between two of the robots at a time (both feminine or both 
masculine). Participants were asked which robot would be 
suitable for service robot jobs chosen from the Strong-
Campbell Interest Inventory [7], which classifies jobs 
based on the interests of people who do them. The 
analyses of the data were performed separately for the job 
groups and robot gender. We used mixed models repeated 
measures ANOVAs. The dependent variable was the 
number of times a particular robot was selected.  Due to 

the large number of effects tested, only results for the main 
effect of style (humanlikeness vs. machinelikeness) and 
the hypothesized interaction of style and Strong category 
are reported here. 

Results  
For the female robots, both the main effect of style 

and the interaction of style and Strong category were 
significant (p<.0001).  Overall, participants preferred the 
humanlike robots to the machinelike robots for most jobs, 
including the following jobs and Strong categories: actress 
and drawing instructor (Artistic), retail clerk and sales 
representative (Enterprise), office clerk and hospital 
message and food carrier (Conventional), aerobics 
instructor and museum tour guide (Social). However, as 
hypothesized, participants preferred the machinelike 
robots over the humanlike robots for jobs including lab 
assistant and customs inspector (Investigative) and for 
soldier and security guard (Realistic).  

Patterns for the masculine looking robots were not as 
strong but were generally in the same direction. 
Participants slightly preferred humanlike robots for 
Artistic and Social job types, but they preferred 
machinelike robots for Realistic and Conventional job 
types. 

These results support the matching hypothesis, in that 
humanlike robots were more preferred for jobs that require 
more social skills (when these jobs are performed by 
people, according to the Strong Interest Inventory). Our 
results also imply that effects of robotic appearance are not 
only systematic, but might be predicted from population 
stereotypes.  

Study 2: Compliance with a playful or serious robot 
We conducted this study to explore whether a service 

robot’s social demeanor would change people’s 
compliance with the robot’s requests. The positivity 
hypothesis predicts that a cheerful, playful robot will elicit 
more compliance in users, whereas the matching 
hypothesis predicts more subtle effects – that a cheerful, 
playful robot will elicit more compliance if the task 
context is related to entertainment or fun, but that a more 
serious or authoritative robot will elicit more compliance 
if the task context is more serious, urgent, or disagreeable 
such as getting a chore done, taking medication or sticking 
to an exercise routine.  

Because physical exercise is a task that is good for 
people but most fail to do regularly [5, 14] we prototyped 
a robot’s social behavior to create two types of demeanor 
– playful versus serious. The robot asked participants to 
perform some exercise routines with one or the other of 
these demeanors. If the positivity hypothesis is correct, 
then participants who interact with the playful robot 
should comply more with the robot’s exercise requests 
than will those who interact with the serious robot. If the 
matching hypothesis is correct, then participants who 



 

interact with the serious robot should comply more with 
the robot’s exercise requests.  

Method 
The procedure involved a Wizard of Oz interaction 

between a participant and a humanoid robot. After 
obtaining informed consent, the experimenter left the 
participant alone with the robot. The robot initiated a brief 
social conversation with the participant and instructed the 
participant in a few exercises. Then the robot asked the 
participant to make up his or her own exercise routine and 
perform it. The independent variable was the robot’s 
demeanor during these interactions, as manipulated 
through its speech to be playful or serious, but with the 
same content. The dependent variable was the amount of 
time that participants exercised by themselves when the 
robot asked them to create and perform an exercise 
routine.  

Twenty-one participants were randomly assigned to 
interact with either the serious (n = 11) or the playful (n = 
10) robot. Participants averaged 25 years old. There were 
9 females and 13 males. (We report only results from 
native English speakers because nonnative speakers 
frequently failed to understand the robot’s simulated 
speech.) 

Figure 2. Robot and participant. 

Robot 
The robot used in the study was the Nursebot robot, 

Pearl (www.cs.cmu.edu/~nursebot/). Figure 2 shows the 
robot and participant, as the experimenter leaves them 
alone to interact. The robot used speech to interact with 
the participant but did not move about.  

Procedure 
After a participant arrived, the experimenter left the 

participant with the robot, entering an adjacent room. The 
experimenter could hear the interaction between the 
participant and the robot through a microphone on the 
robot but could not see the interaction. The interaction was 
videotaped with two cameras – one in the eye of the robot 

and one placed in the room. The robot gave instructions 
for the experiment, following either the playful or serious 
script. For experimental control, the scripts were designed 
to stay the same no matter how a participant answered. 
Excerpts from the two scripts follow. 

Playful Script 
Playful Robot: Do you like to exercise? 
Participant: [answers] 
Playful Robot: That's ok. These are fun--you'll love 
them. Let's start. I want you to breathe to warm up. Do 
you know how to breathe? 
Participant: [answers] 
Playful Robot: Ha ha ha! I hope so. Ready to start? 
Participant: [answers] 
Playful Robot: Close your eyes. [wait] Relax. [wait] 
Breathe in.[wait]. Don't forget to breathe out. I don't 
want you to pass out! 

Serious Script 
Serious Robot: Do you exercise? 
Participant: [answers] 
Serious Robot: It is very important to your health. I 
would like to have you do some exercises now. Would 
that be okay? 
Participant: [answers] 
Serious Robot: Good, try to do everything that I say as 
best you can. Let's start with a breathing exercise. Are 
you ready? 
Participant: [answers] 
Serious Robot: Close your eyes. [wait] Relax. [wait] 
Breathe in. [wait] Breathe out. [wait] Are you feeling 
relaxed? 

 
An experimenter’s assistant initiated and controlled the 
timing of the script in the control room, using in-house 
software that interfaces with the Festival Speech Synthesis 
System. Both scripts asked participants to close their eyes 
and breathe, stand up, stretch, and touch their toes. The 
experimenter then entered the room temporarily to ask the 
participant to complete a questionnaire about the robot and 
its personality [15]. Next, the compliance request began. 
The robot asked the participant do more exercises. It asked 
the participant to stand on one foot and do a series of 
balancing exercises. Then, the robot asked the participant 
to make up an exercise routine with stretches. The robot 
instructed participants to continue as long as they could 
and gave encouraging remarks (i.e. “Good job”) about 
every 5 seconds. When participants said that they were 
finished or tired, the robot confirmed they were finished. It 
then thanked them for their help. The experimenter 
entered, administered a final questionnaire, and thanked 
participants. 

Results 
In the voluntary exercise portion of the interaction, 

participants made up a routine and exercised for the robot 



 

an average of 40 seconds. The distribution of exercise time 
was positively skewed, so we performed a natural log 
transformation of the data. According to the analysis of 
variance, participants exercised longer when the robot was 
serious than when the robot was playful, supporting the 
matching hypothesis (means = 53 vs. 25 seconds, 
respectively, p=.01). 

The results of the questionnaire indicate how 
participants perceived the robot before the robot asked 
them to exercise on their own. Table 1 (Study 2) shows 
that participants rated the serious robot as significantly 
higher than the playful robot in conscientiousness (a Big 
Five trait [15]), and also rated it as smarter but less playful 
and less witty than the playful robot. They also rated the 
playful robot as slightly more obnoxious. 

Discussion 
Although the results of Study 2 were consistent with 

the matching hypothesis, we had to perform another study 
to show that people would comply with a playful robot 
more than a serious robot if they were doing an enjoyable 
or entertaining task. Study 3 addressed this issue. 

Study 3: Compliance with a playful or serious robot 
on an entertaining vs. serious task 

In this study, we tested the matching hypothesis 
directly by comparing compliance with a robot on two 
tasks, the exercise task and a jellybean recipe task that 
required participants to taste different flavors of high-
quality jellybeans, and to create “recipes” such as coconut 
pie and banana nut sundae. We predicted participants 
would comply more with the playful robot than with the 
serious robot in the jellybean task condition, and more 
compliance with the serious robot than with the playful 
robot in the exercise task condition. 

Method 
Forty-seven participants were randomly assigned to 

one of four conditions in a 2 (robot demeanor) x 2 (task 
context) factorial design. Participants averaged 23 years 
old. There were 23 females and 24 males. All were native 
English speakers. Two experimenters conducted the study. 

The experimental procedure was generally the same 
as that used in the first study. We created serious and 
playful robot scripts for the jellybean task that mirrored 
the scripts used for the exercise task. In the jellybean 
condition, participants were given trays of high-quality 
jellybeans of various flavors. In Phase 1 of the study, the 
robot asked participants to guess the flavors of differently 
colored and flavored jellybeans. The participants then 
completed the first questionnaire. In Phase 2, the robot 
asked participants to make up combinations of jellybean 
flavors. The robot led participants through an example and 
then asked them to make up their own recipes.  

The exercise scripts were mostly the same as those 
used in Study 1 with an exception. To make the two tasks 
comparable, we changed the exercise instructions to say 
“Please make up as many exercises as you can.” (In Study 
2, we asked participants to exercise “as long as you can.”) 
In the jellybean condition we asked participants “make up 
as many combinations as you can.” These changes in the 
robot’s instructions increased overall compliance in Study 
3 as compared with Study 2. 

Results 
As shown in Table 1 (Study 3), participants complied 

with the robot’s request an average of 180 seconds in the 
jellybean task condition and 110 seconds in the exercise 
task condition. The distributions were positively skewed, 
so we performed a natural log transformation of the data. 
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Table 1. Mean compliance with the robot, and mean perceptions rated on 5 pt scales (standard deviations in parentheses).   
Exercise task – Study 2  Long Exercise task – Study 3 Long Jellybean task – Study 3 

Robot Demeanor  Robot Demeanor Robot Demeanor 

Compliance & 
perceptions 

Playful Serious  Playful Serious Playful Serious 
Compliance secs. 25 (18) 53 (29) **  95 (162) 125 (167) 218 (162) 145 (119)* 
Number diff. acts    3.3 (2.9) 3.7 (2.3) 8.7 (6.6) 5.8 (3.3) 
Conscientiousness 3.7 (.6) 4.2 (.4)**  3.5 (.4)  3.8 (.5) * 3.8 (.7) 3.8 (.7) 
Extraversion 3.9 (.6) 3.6 (.5)  3.8 (.4) 3.2 (.4)*** 3.9 (.4) 3.3 (.6)*** 
Entertaining 4.4 (.92) 4.2 (.60)  4.4 (.51) 3.7 (1.1)** 4.6 (.7) 4.3 (.6) 
Friendly 4.6 (.50)  4.3 (.47) *  4.5 (.52) 3.9 (.67)** 4.5 (.69) 4.1 (.79) 
Obnoxious 2.9 (1.51)  1.9 (1.14) *  2.9 (1.44) 2.3 (1.14) 2.4 (1.29) 2.3 (1.37) 
Playful 4.2 (.60) 3.1 (.94)***  3.8 (.87) 3.3 (1.06) 3.9 (.94) 3.8 (1.06) 
Witty 3.6 (1.12) 2.4 (1.12)**  2.9 (1.24) 2.6 (1.00) 3.6 (1.04) 2.6 (1.08)** 
Intellect 3.2 (.48)** 3.6 (.42)**  3.0 (.62) 3.5 (.34) ** 3.1 (.44) 3.4 (.72) 
* p<.10   **p<.05    *** p<.01   **** p<.001 (playful versus serious comparisons, within each study). 
Note:  Attributes on which the robots did not differ were agreeableness, neuroticism, open to experience, likeability, 
annoying, funny, unpleasant, efficient, technological, safe, low maintenance, durability, look human, and act human. 
All ratings were on were 5 point scales. Significant results are bolded for readability. 



 

An analysis of variance (controlling for experimenter) 
showed that the participants did the jellybean task longer. 
This finding supports our premise that the jellybean task 
was intrinsically more enjoyable than the exercise task. 
The interaction between script and task was marginally 
significant in the direction predicted (F [1, 42] = .10). That 
is, the playful robot elicited more compliance than the 
serious robot did in the jellybean condition, but the serious 
robot elicited more compliance than the playful robot did 
in the exercise condition. The playful robot in the 
jellybean condition elicited the most compliance (F [1, 42] 
= 7.6, p < .01). A similar analysis of variance on the 
number of unique tasks participants gave results in the 
same direction (see Table 2). The chart in Figure 3 shows 
the results of both compliance experiments together. 

 
Figure 3. Compliance in Studies 2 and 3. 

Participants rated the playful robot as more 
extraverted on the Big Five personality scale, more 
playful, more entertaining, friendlier, and wittier than the 
serious robot. They rated the serious robot higher on the 
intellect scale, though not significantly so in the jellybean 
conditions. 

3. General Discussion and Conclusion 
Several limitations apply to our studies. First, due to 

the complications of conducting an experiment with a 
research robot, comparatively few participants were 
included in each condition of the experiments; hence our 
statistical power was limited. Second, the results apply 
only to native English speakers. As we noted earlier, the 
robot’s speech was unclear to nonnative English speakers. 
Third, these were lab experiments with college and 
graduate students and perhaps not generalizable to the 
general public.  

Our results do suggest strongly, however, that a 
robot’s appearance or demeanor systematically influences 

people’s perceptions of a robot, and their willingness to 
comply with the robot’s instructions. These perceptions 
and responses are evidently elicited by social cues 
embodied in the robot and are framed by people’s 
expectations of the robot’s role in the situation. Hence, 
participants in our studies did not find the more 
humanlike, attractive, or playful robot more compelling 
across the board. Instead, they expected the robot to look 
and to act appropriately, given the task context. A robot 
that confirmed their expectations also increased their sense 
of the robot’s compatibility with the robot’s job, and their 
compliance with the robot. Our results imply that the 
design of a robot’s form and interaction behaviors will be 
an important step in the development of effective personal 
service robots. 

Twenty years ago, Pamela McCorduck urged 
researchers to create a wonderful “geriatric robot” that 
would serve as an aide, coach, and good listener, rolled 
into one “down-home useful” machine [10, pp. 92-93]. 
Computer technologies are not yet up to that capability, 
but rapid progress is being made on many fronts ranging 
from machine learning to materials. Understanding how to 
design the human-robot interface is an important 
component of this effort. A key problem in this domain is 
to find the best mix of machinelike and humanlike 
interface attributes to support people’s goals and a robotic 
assistant’s functionality. This work on a robot’s 
appearance and demeanor represents an early empirical 
step in a longer agenda. 
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